
of the embryo to partly develop (Fig. 5D), as
compared with nonelectroporated embryos
(7) or embryos electroporated with a mock
plasmid (Fig. 5C). Similar results were ob-
tained by electroporation of the general
caspase inhibitor P35 (26) or treatment with
the zVAD-fmk (fig. S6). Hence, the control
by Shh of Ptc-mediated cell death represents
a crucial event for neuroepithelial cell surviv-
al and neural tube development.

Thus, a signaling pathway is generated by
Ptc that leads to apoptosis for the cell ex-
pressing Ptc in the absence of Shh. The trio of
Shh, Ptc, and Smo then suggests a very subtle
balance between the differentiating–life-sus-
taining signal mediated by Smo when Shh
binds Ptc and the death-inducing signal de-
rived from Ptc in the absence of Shh. The
positive signal has a crucial impact in deter-
mining cell fate (1, 5). In addition, the posi-
tive signal mediated either by Shh or other
Hedgehog proteins may regulate the negative
proapoptotic signal of Ptc. For example, Gli-
3, involved in Shh-Ptc-Smo signaling, func-
tions in apoptosis regulation (29) and inter-
feres with the cell death induction observed
in Shh mutant mice (9). However, the dogma
proposes that cell death induction may only
be the result of an absence of the proper
signal for cell differentiation. This view
would be difficult to reconcile with the ob-
servation that the developing neural tube of
the Ptc–/– mouse embryo does not suffer cell
deficits, but rather is overgrown, as expected
for an absence of Ptc-induced cell death (30).
Moreover, in chick embryos experimentally
deprived of Shh-producing midline cells
(No � FP), inhibition of cell death by trans-
fection with the dominant-negative mutant
for Ptc-induced cell death not only suppresses
cell death but appears to partly allow spinal
cord development (Fig. 5, F to H, and fig.
S6). Thus, the control of cell death by Shh
may also be an important part of the Shh role
during central nervous system development.
The Ptc-mediated death observed in the ab-
sence of Shh would then appear to be not just
a consequence of a lack of cell differentiation
but an active process contributing to spinal
cord development.
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Amygdalar and Hippocampal
Theta Rhythm Synchronization
During Fear Memory Retrieval

Thomas Seidenbecher,* T. Rao Laxmi,* Oliver Stork,
Hans-Christian Pape†

The amygdalohippocampal circuit plays a pivotal role in Pavlovian fear
memory. We simultaneously recorded electrical activity in the lateral amyg-
dala (LA) and the CA1 area of the hippocampus in freely behaving fear-
conditioned mice. Patterns of activity were related to fear behavior evoked
by conditioned and indifferent sensory stimuli and contexts. Rhythmically
synchronized activity at theta frequencies increased between the LA and the
CA1 after fear conditioning and became significant during confrontation
with conditioned fear stimuli and expression of freezing behavior. Synchro-
nization of theta activities in the amygdalohippocampal network represents
a neuronal correlate of conditioned fear, apt to improve neuronal commu-
nication during memory retrieval.

Considerable progress has been made in
our understanding of the synaptic circuits
and plasticity that underlie emotional learn-
ing, specifically during Pavlovian fear con-
ditioning, and the involvement of the
amygdala therein (1, 2). Evidence suggests
an alteration of neuronal responsiveness to
fear-conditioned stimuli in the amygdala,
sometimes paralleled by behavioral chang-
es (3). During emotional arousal and vari-
ous types of rhythmic activities during
sleep, neurons in the amygdala produce
theta activity (4, 5). Although these activ-
ities facilitate synaptic plasticity and mem-
ory in extended neuronal networks, their
relevance for the expression of fear or fear

memory remains unclear. Of the extensive
afferent and efferent connections of the
amygdala, interactions with the hippocam-
pus are particularly important for memory
formation (6, 7 ). Amygdala lesions attenu-
ate hippocampal synaptic plasticity and
block the memory-enhancing effects of di-
rect hippocampal stimulation (8, 9). Fur-
ther, behavioral stress as well as stimula-
tion of the amygdala interferes with synap-
tic plasticity in the hippocampal formation
(10–12). This interaction appears to be bi-
directional, given that tetanic stimulation of
hippocampal efferent fibers can induce
long-term potentiation in the LA (13). The
present study was designed to characterize
patterns of neural activity in amygdalohip-
pocampal pathways related to the retrieval
and expression of conditioned fear. The
rationale was to use Pavlovian fear condi-
tioning as a simple, well-established model
of emotional learning (1) and to focus on
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interactions between the LA, which is the
major input station of sensory signals to the
amygdala, and the CA1 area of the hip-
pocampus, with which the LA is mutually
and prominently interconnected (14 ).

Mice were fear conditioned through the
explicitly paired presentation of condi-
tioned (CS�) and unconditioned (US) stim-
uli, and their responses during fear-memory
retrieval were compared with those of con-
trol animals undergoing explicitly unpaired
training (15). Conditioned freezing behav-
ior was monitored in the retrieval session to
assess fear memory and the emotional rel-
evance of the CS� and an indifferent con-
trol stimulus (CS–). In addition, risk-as-
sessment behavior (overt orienting and
stretched attending) was examined as a
control measure of species-specific defen-
sive behavior with minimum locomotor ac-
tivity. The results show a pronounced and
selective fear response in conditioned mice,
and a moderately aversive or ambiguous
response of controls to the CS�. The be-
havioral response to the CS– was not dif-
ferent between groups (fig. S1).

At the same time as the behavioral assess-
ment, we determined electrophysiological ac-
tivity by recording field potentials in both the
LA and the CA1 of the dorsal hippocampus
(15). In control animals, activity in the CA1
was distributed around the theta frequency,
covering a relatively wide frequency range
with only short periods of rhythmic patterns.
No prominent pattern of activity was ob-
served in the LA (Fig. 1, A to C), and cross-
correlation analyses did not show any signif-
icant synchronization of activity between the
two brain areas (Fig. 1, D and H). Activity in
the CA1 or the LA did not differ during
stimulus and prestimulus periods, nor could a
difference be observed between CS� and CS–

periods. In fear-conditioned animals, theta
activity prevailed in the CA1 under all stim-
ulus conditions (Fig. 2). Activity in the LA
before and during CS– presentation resem-
bled the activity in control animals, in that
there was no indication of a predominant
pattern or frequency (Fig. 2, A to C). Upon
presentation of the CS�, activity in the LA
shifted into a highly rhythmic pattern cen-
tered at the theta frequency band (Fig. 2, F
and G). Cross-correlation analyses revealed a
progressive increase in synchronized activity
at a frequency of 4 to 8 Hz during the CS�

(Fig. 2H and fig. S2). By averaging the cross-
correlograms from four consecutive CS� pre-
sentations and taking the second positive
peak as a quantitative measure, a significant
(P � 0.004, t � 3.531; Student’s t test)
increase in theta synchronization could be
demonstrated in fear-conditioned animals
(mean � SEM: 0.125 � 0.012; n � 8), as
compared with control animals (0.048 �
0.020; n � 6). A partial, insignificant in-

crease was observed in fear-conditioned mice
during the CS– (0.085 � 0.029 as compared
with 0.044 � 0.021 in controls) (16).

Atropine-sensitive type 2 theta activity
(4 to 8 Hz) has been shown to occur in the
hippocampal formation during periods of

immobility, whereas atropine-resistant type
1 theta activity (8 to 14 Hz) is observed
during exploration (17, 18). Type 2 theta
can be elicited by strongly arousing stimuli,
such as confrontation with predators or
noxious stimuli (19). We therefore deter-
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Fig. 1. Neural activity in the CA1 and the LA of a control animal during the presentation of CS– [(A)
to (D)] and CS� [(E) to (H)]. (A and E) Original traces of field-potential recordings in the CA1 (upper
traces) and the LA (bottom traces) before and during CS– or CS� presentation (bars above the
traces). (B and F) Color-coded power spectra of the traces in (A) and (E) demonstrate CA1 theta
activity in a frequency band of 4 to 12 Hz during the entire stimulus (white bar) and prestimulus
phase. LA activity lacks such a prominent pattern [the time scales in (B) and (F) differ from those
in (A) and (E)]. Behavior (r, risk assessment; x, exploration) is indicated near the bottom of the
diagrams. (C and G) Autocorrelation analyses indicate only short periods of rhythmic activities in
the CA1 and the lack of rhythms in the LA. The correlation coefficient is indicated in the upper right
corner. (D and H) Cross-correlation analyses of activities in the LA and the CA1 during stimulus
presentation reveal a low level of synchronization. Four successive 3-s intervals are shown [as
indicated by numbers 1 to 4 in (B) and (F)], starting 1 s before presentation of the stimuli.
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mined electrophysiological activity during
periods of defined defensive behavior, such
as freezing and risk assessment (15). In-
deed, freezing of fear-conditioned mice
during the CS� was associated with a sig-
nificantly stronger theta synchronization
(0.112 � 0.019 at 5.0 � 1.5 Hz, P � 0.05;
n � 8) than the risk-assessment response of
controls (0.050 � 0.030 at 4.4 � 0.6 Hz;
n � 6) (Fig. 3A). An association of theta
synchronization and freezing behavior was
also evident in three control animals, which
displayed freezing intervals of sufficient
length for a cross-correlation analysis
(0.141 � 0.034). Both training groups
showed low levels of synchronized theta
activity when displaying risk-assessment
behavior during the CS– (0.068 � 0.016 in
fear-conditioned animals; 0.055 � 0.009 in
controls) and strong hippocampal theta ac-
tivity without synchronization to the LA
during exploration (Fig. 3B).

Together, our observations indicate that
elicitation of conditioned freezing behavior is
associated with type 2 theta activity and theta
synchronization in amygdalohippocampal
pathways (20). Theta synchronization may
thus be functionally related to the retrieval
and/or expression of conditioned fear.

Both the hippocampus and the amygdala
are known to participate in the formation of
fear memories (1, 6 ), and their relative
contribution appears to depend on both the
conditioning paradigm and training intensi-
ty used (21). Conditional freezing involves
both the LA and the dorsal hippocampus,
and although the latter may be more con-
cerned with configural processing and con-
textual tasks, a lesion of the area still re-
duces cued conditioned freezing perfor-
mance (22). We thus extended our analysis
to amygdalohippocampal synchronization
during contextually induced freezing be-
havior (Fig. 4). Again, we observed signif-
icant freezing behavior (47.0 � 7.3% of
recording time; P � 0.0001, t � 14.24,
Student’s t test, n � 5; compared to the
neutral context) that was associated with
pronounced theta activity in the LA. As
during cued retrieval, these theta oscilla-
tions in the LA were significantly synchro-
nized with hippocampal rhythms (0.207 �
0.051 at 4.3 � 0.8 Hz; P � 0.05, t � 2.627,
Student’s t test, n � 5). No comparable
rhythmicity and synchronicity were ob-
served during risk assessment in the shock
context or the neutral context. Although it
has been suggested that foreground context
(fig. S3) and background context condition-
ing are differently dependent on the dorsal
hippocampus (23), the two conditioning
methods were equally efficient in evoking
synchronized rhythmic activity. Hence,
communication along amygdalohippocam-
pal pathways may be involved in the devel-

opment and expression of fear-related emo-
tions under different training conditions. In-
deed, the temporally structured relay of sig-
nals between the amygdala and hippocampus
during theta synchronization may allow a

parallel processing of unitary and configural
stimulus information related to cued and con-
textual fear memories.

The LA/CA1 network system seems to be
well suited to rhythmically oscillate at theta

Fig. 2. Neural activity in the CA1 and LA of a fear-conditioned animal during presentation of CS–

[(A) to (D)] and CS� [(E) to (H)]. (A and E) Original traces of field-potential recordings in the CA1
(upper traces) and the LA (bottom traces) before and during CS– or CS� presentation (bars above
the traces). (B and F) Color-coded power spectra of the traces in (A) and (E) [which have time scales
that differ from those in (B) and (F)]. Similar to control animals, broad-range theta activity is seen
in the CA1 but not in the LA during the CS–. However, CS� presentation is associated with highly
rhythmic theta activity at around 5 Hz in both brain areas and the expression of freezing behavior
(f ) (s, stereotypic behavior; x, exploration; r, risk assessment). (C and G) Autocorrelation analyses
indicate short epochs of rhythmic activities in the CA1 alone during exploratory behavior and an
increased rhythmic activity in the LA during freezing. (D and H) Cross-correlation analyses reveal
a progressive increase of correlated theta activity in the two brain areas during presentation of the
CS� but not the CS–. Four successive 3-s intervals are shown [(as indicated by numbers 1 to 4 in
(B) and (F)], starting 1 s before presentation of the stimuli.
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Fig. 3. (A) Averaged cross-correlograms of CA1/LA activity in the popu-
lation of fear-conditioned animals (n � 8; a and c) and control animals
(n � 6; b and d), during presentation of the first CS– (a and b) and the first
CS� (c and d). Synchronization increases as a result of fear conditioning
and becomes significant during the presentation of the CS�. The increase
is particularly evident when comparing the predominant behavioral re-
sponses: freezing in fear-conditioned animals (e; n � 5) and risk assess-
ment in control animals (f; n � 5). Asterisks indicate significant differences
in the amplitude of the second peak (representing theta activity at about
5 Hz) between the fear-conditioned and control group. (B) Power spectra
(a) and cross-correlogram (b) of extracellular field recordings in the CA1
and the LA during exploratory behavior. Profound theta activity is appar-
ent in the CA1 but not the LA, and there is a lack of theta synchrony
between the two brain areas.

 

 

Fig. 4. Neural activity in the CA1 and the LA after background context
conditioning. (A) Original traces of field-potential recordings in the CA1
(upper trace) and the LA (bottom trace). (B) Color-coded power spectrum
of the traces shown in (A) [(A) and (B) have different time scales]. Theta
activity at 7 to 10 Hz prevails in the CA1 during risk-assessment behavior
(r, as indicated near the bottom of the diagrams), and theta activity at 4
to 5 Hz appears in the LA and the CA1 during freezing (f ). (C) Autocor-
relation analysis reveals epochs of rhythmic activities during both risk-
assessment and freezing behavior in the CA1 and a high level of rhythmic
activity in the LA during freezing. Numbers in the upper right corner
indicate correlation coefficients. (D) Conditioned mice displayed signif-
icant freezing (Freez) and risk-assessment (RA) behavior during reexpo-

sure to the training context (mean � SEM) but no freezing behavior in
the neutral context. Data of foreground (n � 2; fig. S3) and background
contextual conditioning (n � 3) were similar and were therefore pooled.
Lower conditional freezing compared with cued retrieval sessions is
probably due to contextual preexposure in all groups. Asterisk indicates
significant differences between contexts. (E to G) Averaged cross-
correlograms of electrical neural activity in the CA1 and the LA (pooled
from foreground and background conditioning experiments). Asterisk in
(G) indicates significant difference in the amplitude of the second peak
(representing theta activity at about 4 Hz) between freezing periods in
the shock context and periods of risk-assessment behavior in either the
neutral or the shock context.
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frequencies: The basolateral amygdaloid
complex receives synaptic inputs from the
hippocampus (24), where theta waves have
been observed (17, 18), and from the anterior
thalamic nuclei (25), which could transfer
hippocampal theta rhythms to the amygdala.
The intrinsic oscillatory properties of LA pro-
jection neurons (26, 27), in turn, may provide
adequate recurring time windows for the fa-
cilitated integration of synaptic inputs at theta
frequencies (supporting online material text).
Consistent with this notion is the observation
that cellular theta activities in the perirhinal
cortex and amygdala can be phase locked to
entorhinal theta waves (28, 29), and thus
most likely also to hippocampal theta waves.
Given evidence that theta waves or theta-
frequency stimulation facilitates synaptic
plasticity, such as long-term potentiation (and
depotentiation) in the hippocampus (30) or
long-term depression in the LA (31), the in-
crease in coherent theta activities in amyg-
dalohippocampal circuits may represent an
increase in neuronal communication apt to
promote or stabilize synaptic plasticity in
these areas in relation to the retention of
fear memory.
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1025 (1999).

30. R. P. Vertes, B. Kocsis, Neuroscience 81, 893 (1997).
31. T. Heinbockel, H.-C. Pape, J. Neurosci. 20, RC68

(2000).
32. We thank A. Reupsch for histology, E. Friedel for an-

imal care, R. Narayanan for help in contextual con-
ditioning, and K. Fischer for help with the Matlab soft-
ware. Supported by the Kultusministerium des Landes
Sachsen-Anhalt and the Deutsche Forschungsgemein-
schaft (SFB 426, TP B7; Leibniz-Program to H.-C.P.).

Supporting Online Material
www.sciencemag.org/cgi/content/full/301/5634/846/
DC1
Materials and Methods
Figs. S1 to S3
References

17 April 2003; accepted 8 July 2003

Detection of Sweet and Umami
Taste in the Absence of Taste

Receptor T1r3
Sami Damak,1* Minqing Rong,1,2* Keiko Yasumatsu,3

Zaza Kokrashvili,1 Vijaya Varadarajan,1 Shiying Zou,1

Peihua Jiang,1 Yuzo Ninomiya,3 Robert F. Margolskee1,2†

The tastes of sugars (sweet) and glutamate (umami) are thought to be detected
by T1r receptors expressed in taste cells. Molecular genetics and heterologous
expression implicate T1r2 plus T1r3 as a sweet-responsive receptor, and T1r1
plus T1r3, as well as a truncated form of the type 4 metabotropic glutamate
receptor (taste-mGluR4), as umami-responsive receptors. Here, we show that
mice lacking T1r3 showed no preference for artificial sweeteners and had
diminished but not abolished behavioral and nerve responses to sugars and
umami compounds. These results indicate that T1r3-independent sweet- and
umami-responsive receptors and/or pathways exist in taste cells.

The sac gene in mice is the major genetic
determinant regulating behavioral and nerve
responses to artificial sweeteners, such as
saccharin, and to several sugars (1–6). Re-
cently, the taste receptor T1r3 was identified
as the sac gene product (7–12). Heterolo-
gously expressed T1r3 appears not to func-
tion on its own. However, in combination
with T1r2 it responds to many sweet com-
pounds, and in combination with T1r1 it re-
sponds to glutamate and other umami com-
pounds (11, 13, 14). To determine the role of
T1r3 in vivo, we produced knockout (KO)
mice lacking the entire T1r3 coding region by
homologous recombination in C57BL6 (B6)
embryonic stem (ES) cells and then injected
the targeted stem cells into blastocysts (Fig.
1, A and B). T1r3 protein was absent in T1r3
KO mice, as demonstrated by indirect immu-

nofluorescence (Fig. 1, C and D). The T1r3
KO mice were healthy and fertile with no
obvious anatomical or behavioral abnormali-
ties. The gross anatomy of the taste tissue and
number of taste buds appeared normal in the
T1r3 KO mice (Fig. 1F). Knocking out the
T1r3 gene did not alter expression of T1r1
(15) or T1r2 (Fig. 1, E and F).

Behavioral tests (16) were conducted to
examine the responses of T1r3 KO mice to
tastants representing five taste qualities
(sweet, bitter, salty, sour, and umami). In
two-bottle preference tests, the T1r3 KO mice
displayed indifference to sucrose and three
artificial sweeteners (sucralose, acesulfame
K, and SC45647) at concentrations that elic-
ited maximal preference in B6 wild-type lit-
termate controls (Fig. 2). At concentrations
that were 5 to 10 times as high as those
needed to elicit a strong preference in B6
wild-type mice, the T1r3 KO mice preferred
sucrose, but avoided all three artificial sweet-
eners. The response of the T1r3 KO mice to
glucose was slightly reduced as compared
with that of the B6 wild-type controls (Fig. 2)
but was not significant at the P � 0.05 level
(P � 0.074; Table 1). There was no differ-
ence between the responses of T1r3 KO mice
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